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Example 1: random normal numbers of Figures 1 and 2.

The data of Figures 1 and 2 are drawn from a table of random normal numbers and therefore
are about as close as one can get to perfectly random, normally distributed data. The true population
mean is zero, and the true population standard deviation is one; data units therefore could be called
‘true standard deviations’. We will consider five datasets: one with N=100 (Rand100), two with
N=50 (Rand50a & Rand50b), and two with N=20 (Rand20a & Rand20b). Measurements within
each dataset are independent of each other, but datasets are not strictly independent: the N=100 example is the combination of the two N=50 examples, and the two N=20 examples are included in
the first N=50 example.

All five examples have a mean (Table 6) that is very close to the true population mean of zero;
the largest departure is 0.4 units. As we might expect, the calculated 95% confidence limits for the
true mean (α95) include zero for all five examples. The α95 for Rand20b, however, barely includes
the true mean of zero. At first it seems surprising that we have almost disproved something that we
know to be true: that the true mean is zero. We should remember, however, that if we did this test on
20 datasets instead of 5, we would expect an average of one test to ‘fail’ at the 95% confidence
level.

The histograms of Figure 2 show considerable apparent character change when compared either
to each other or to a theoretical normal distribution. This variability is typical sampling variability
for small samples. This visual variability is mirrored by a variability in calculated skewness: one of
the five (Rand20a) actually fails the rule of thumb that skewness should be less than ±0.5 for normally distributed data. In spite of the apparently substantial departures from a simple normal distribution in the histograms, the standard deviation is fairly robust: the standard deviation of each is
about the same (0.90-0.98) and close to the true population value of 1.0. By coincidence, all five
standard deviations are less than the true value of 1.0; such a coincidence would be highly unlikely
(1 chance in 25) if the five datasets were truly independent rather than subsets of each other. The
interquartile range, which is less efficient than the standard deviation, is similar (1.32-1.47) for the
three larger datasets but highly variable (0.62-1.86) for the 20-point samples.

Rand20a, the apparently skewed dataset, is also the only dataset for which Chauvenet’s criterion
allows us to reject a measurement as anomalous. This same measurement of -2.41 was in Rand100
and Rand50a, but it was not considered rejectable by application of Chauvenet’s criterion to those
two datasets because more extreme values are expected when N is larger. Obviously (in hindsight),
even exceedingly scarce extreme values will occasionally show up in small samples, seeming more
anomalous in the small sample than in a large sample. Chauvenet’s criterion was incorrect in suggesting that the measurement be rejected from Rand20a.

In all five examples, the median lies farther from the true mean of zero than the arithmetic mean
does. Thus for these samples from a normally distributed parent population, the median is a less
efficient and therefore less accurate estimate of the true population average than is the mean. Similarly, the range varies substantially among the different examples, though we have seen that the
standard deviation is relatively constant. For each of the five examples, the 95% confidence limits
for the median are broader and therefore less efficient that 95% confidence limits for the mean; in
every case these confidence limits for the median correctly includes the true population average of
zero. Whether we use confidence limits for the mean or for the median, we see in Table 6 that
making 100 measurements rather than 20 lets us narrow our uncertainties in estimating the true
population average by 50% or more.
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